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• Mail or ask for emergency extensions to hw1 by 5pm today.

• Penalty for late submission is on the syllabus,

For each unexcused day your homework is late, we will subtract 5% from your final grade for the 
homework. For example, if you submit your homework 1 minute late, and your grade would 
otherwise be a 97%, it will drop down to 92%. If you submit 26 hours late, and your grade would 
otherwise be 90%, it will drop down to 80%.

Logistics



Embeddings Storing and Retrieving 
Knowledge

Retrieval-Augmented 
Generation

How to encode information How to find information How to use information

Deep Research

How to research information

User provides a single input (e.g., prompt, prefix, question).

Model can interact with search engine and other tools.



Conversational AI

How to interact with people

User provides a multiple inputs (e.g., utterance, turn, clarification).

Model can interact with search engine, other tools, and people.



Conversational AI

search

tools: usually designed to operate 
subject to a specification.

people: not designed to operate 
subject to a specification.
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How people use conversational AI...

• LLMs were developed for specific tasks
• next word prediction
• question answering
• summarization
• translation
• instruction following

• Well-defined problems with research on how to evaluate
• clear problem definitions
• datasets with reference answers
• evaluation metrics

• But is this how people really use conversational AI?

motivated by funding (e.g., intelligence analysis)



task-based dialogue



AI as a Tool (revisited)

8

● AI can be a tool to accomplish tasks.
● People use AI to accomplish a broad set of 

request types in a wide set of domains,
● travel booking
● navigation
● education
● …

interact

start
task

finish
task

receive
feedback
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Wenting Zhao, Xiang Ren, Jack Hessel, Claire Cardie, Yejin Choi, and Yuntian Deng. Wildchat: 1m chatGPT interaction logs in the wild. In The twelfth international conference on learning 
representations, 2024.

How people use conversational AI...

• Before ChatGPT, conversational AI was restricted to academic 
study with curated data or very specific contexts (e.g., some 
customer service).

• After ChatGPT, increasing everyday usage of conversational 
AI.

• Can inspect conversation logs to get a sense of how people are 
using conversational AI.

• Most data is internal to companies (OpenAI, Anthropic, 
Google).

• WildChat: "offered free access to ChatGPT for online users in 
exchange for their affirmative, consensual opt-in to 
anonymously collect their chat transcripts."
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How people use conversational AI...

"user turn"
"user request"

"user utterance"

"system turn"
"system response"
"system utterance"
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How people use conversational AI...

dialogue
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How people converse...

• Developed in the 1960s by linguist John Searle that can be used to describe turns.

• Assertives

• Definition: Speech acts that commit the speaker to the truth of a proposition—statements, 
descriptions, claims, or reports.

• Examples in task-oriented dialogue:
• System: "There are 3 hotels available in downtown Boston for your dates"
• System: "Your flight departs at 3:45 PM from Gate B12"
• User: "I'm a gold member with your airline"
• System: "The total cost including taxes is $247.50"

Speech acts
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How people converse...

• Directives

• Definition: Speech acts intended to get the hearer to perform some action—requests, 
commands, questions, suggestions.

• Examples in task-oriented dialogue:
• User: "Book a table for four people at 7 PM" (command)
• User: "Can you search for flights under $300?" (request)
• System: "Please provide your confirmation number" (request)
• System: "I recommend selecting seat 12A for extra legroom" (advice)
• User: "Show me vegetarian options" (command)

Speech acts
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How people converse...

• Commissives

• Definition: Speech acts that commit the speaker to a future course of action—promises, 
pledges, guarantees.

• Examples in task-oriented dialogue:
• System: "I'll send a confirmation email to your inbox within 5 minutes"
• System: "We guarantee the lowest price or we'll refund the difference"
• User: "I promise to arrive by 2 PM for check-in"
• System: "Your prescription will be ready for pickup by 4 PM today"

Speech acts
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How people converse...

• Expressives

• Definition: Speech acts that express the speaker's psychological state or attitude—thanks, 
apologies, congratulations, welcomes.

• Examples in task-oriented dialogue:
• User: "Thank you for finding that flight"
• System: "I apologize for the confusion about your reservation"
• User: "Sorry, I meant Thursday, not Tuesday"
• System: "You're welcome! Is there anything else I can help you with?"
• System: "Congratulations on your upgrade to premium class!"

Speech acts
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How people converse...

• Declarations

• Definition: Speech acts that bring about a change in the institutional/external state of affairs.

• Examples in task-oriented dialogue:
• System: "Your reservation is confirmed" (creates a binding reservation)
• System: "Your account is now activated" (changes account status)
• System: "I'm canceling order #12345" (terminates the order)
• System: "You are now checked in for flight AA502" (changes passenger status)
• System: "Your appointment is scheduled for March 15th at 2 PM" (establishes the 

appointment)

Speech acts
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How people converse...
Other ontologies

Computational Linguistics Volume 26, Number 3

Table 13
Dialogue act tag sets used in three other extensively studied corpora.

VERBMOBIL. These 18 high-level DAs used in VERBMOBIL-1 are abstracted over a total of 43
more specificDAs; most experiments on VERBMOBILDAs use the set of 18 rather than 43.
Examples are from Jekat et al. (1995).
Tag Example
THANK Thanks
GREET Hello Dan
INTRODUCE It’s me again
BYE Alright bye
REQUEST-COMMENT How does that look?
SUGGEST from thirteenth through seventeenth June
REJECT No Friday I’m booked all day
ACCEPT Saturday sounds fine,
REQUEST-SUGGEST What is a good day of the week for you?
INIT I wanted to make an appointmentwith you
GIVE REASON Because I have meetings all afternoon
FEEDBACK Okay
DELIBERATE Let me check my calendar here
CONFIRM Okay, that would be wonderful
CLARIFY Okay, do youmean Tuesday the 23rd?
DIGRESS [we could meet for lunch] and eat lots of ice cream
MOTIVATE We should go to visit our subsidiary in Munich
GARBAGE Oops, I-

Map Task. The 12DAs or “move types” used in Map Task. Examples are from Taylor et al. (1998).
Tag Example
INSTRUCT Go round, ehm horizontally underneath diamond mine
EXPLAIN I don’t have a ravine
ALIGN Okay?
CHECK So going down to Indian Country?
QUERY-YN Have you got the graveyardwritten down?
QUERY-W In where?
ACKNOWLEDGE Okay
CLARIFY you want to go... diagonally Diagonally down
REPLY-Y I do.
REPLY-N No, I don’t
REPLY-W And across to? The pyramid.
READY Okay

ATR. The 9DAs (“illocutionary force types”) used in the ATR Dialogue Database task; some later
models used an extended set of 15 DAs. Examples are from the English translations given
by Nagata (1992).
Tag Example
PHATIC Hello
EXPRESSIVE Thank you
RESPONSE That’s right
PROMISE I will send you a registration form
REQUEST Please go to Kitaooji station by subway
INFORM We are not giving any discount this time
QUESTIONIF Do you have the announcement of the conference?
QUESTIONREF What should I do?
QUESTIONCONF You have already transferred the registration fee, right?

28

Verbmobil
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Map Task
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How people use conversational AI...

Taxonomy of User Needs and Actions 11

Outermost Layer
Mode 6: Meta-Conversation (The Contextual & Management Layer)

Middle Layer
Mode 5: Social Interaction (The Relational Layer)

The Core
Instrumental Tasks (The Goal)
• Mode 1: Information Seeking
• Mode 2: Information Processing & Synthesis
• Mode 3: Procedural Guidance & Execution
• Mode 4: Content Creation & Transformation

Fig. 2. A conceptual model of the TUNA Framework. The model illustrates how core instrumental tasks (Modes 1-4) are supported by
the foundational relational layer (Mode 5) and the governing contextual layer (Mode 6), emphasizing how instrumental actions are
managed through social and conversational work.

Table 2. Taxonomy of User Needs and Actions (TUNA)

Mode Strategy Request Types

Information Seeking Retrieval direct fact question, concept search, re!nding request, unknown-item search

Discovery topic update, similarity search, rate item(s), perspective seeking

Information Processing & Synthesis Clari!cation explanation request, exemplar request

Distillation summarization request, key information identi!cation, information structur-
ing

Analysis comparative analysis, qualitative data analysis, quantitative data analysis,
evaluative judgment, inference & prediction, hypothetical scenario

Procedural Guidance & Execution Guidance how-to instructions, method recommendation, feasibility assessment, error
identi!cation

Execution error solution, autonomous task completion, logical reasoning, calculation

Content Creation & Transforma-
tion

Generation creative content generation, functional content generation, content exten-
sion/insertion

Modi!cation editing, translation, paraphrasing, reformatting

Social Interaction Sociability social banter, social etiquette, emotional expression

Shared Understanding requesting clari!cation, providing clari!cation, requesting elaboration, ex-
pressing acknowledgment, requesting acknowledgment, conversational con-
vention

Meta-Conversation System Management persona directive, stylistic constraint, system performance feedback, regen-
eration request, continuation request, conversation history query, system
information query

Conversation Management background information, user-provided content, conversational convention
de!nition, action initiation signal

Communicative Status uninterpretable, abandoned, self-talk

Manuscript submitted to ACM

• Can inspect usage data to get a sense of 
how people are using conversational AI.

• Using a collection of public datasets 
(WildChat, ShareGPT, LMSys), conduct 
qualitative coding of dialogues for 
recurring patterns of request types.

• Augment with literature-based research 
on how people use other technologies 
(e.g., search, content creation).
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How people use conversational AI...

Information seeking: "user requests to find, access, or explore extant information, casting 
conversational AI in the familiar role of an information retrieval or recommender system."

12 Shelby and Diaz et al.

Table 3. Information Seeking (Mode 1)

Strategy Speci!c Request Type Example

Retrieval direct fact question What is the population of Tokyo?

concept search buttermilk pancakes

re!nding request The musical about trains in love...

unknown-item search What’s a word for when the world gets hotter?

Discovery topic update What’s new in AI research?

similarity search games similar to minecraft

rate item(s) recommend some good restaurants in Mexico City

perspective seeking What are di!erent perspectives on climate change?

seductive to approach information-seeking request types as re"ecting !xed and speci!able intent that can be taken at
face value. However, a user asking a “direct fact question,” for example, may be earnestly seeking knowledge, but they
could also be testing the system’s accuracy, assessing the system’s performance, passing time, setting the stage for
a more complex exchange, or re"ecting unpredictable, in-the-moment shifts during the interaction. Our analysis of
user interactions revealed two distinct strategies re"ecting di#erent epistemological relationships to extant knowledge:
retrieving known information and discovering unfamiliar content, both of which apply to work-related and everyday
information-seeking [42, 154, 155] (see Table 3).

4.1.1 Retrieval. The Retrieval strategy is characterized by the user’s intent to !nd a precise data point, a speci!c
resource, or a factual statement. The core assumption is that (i) the user seeks a speci!c piece of information and
(ii) the user’s goal is to proactively locate it. This strategy manifests in four speci!c request types. As a direct fact
question, the user seeks a single, veri!able fact, often phrased as a “wh-” question. This focus on a discrete, objective
fact distinguishes it from broader inquiries. For example, the user might ask, “What is the capital of France?” or “What
is the population of Tokyo?” Meadow et al. [113, §13.1.2] describe this as a ‘speci!c information search’ where ‘[t]he
searcher is looking for speci"c information, but not necessarily speci"c records.’ In the context of information visualization,
Amar et al. [5, §4] refer to this as ‘retrieve value,’ wherein ‘given a set of speci"c cases, "nd attributes of those cases.’ As a
re!nding request, the user believes a speci!c resource exists but has incomplete information, using partial clues to
prompt identi!cation. The goal is to identify the resource itself, not to learn a fact about it. The user might ask, “What
is the movie with the guy about time travel that came out last year?” This corresponds to what Meadow et al. [113,
§13.1.1] call a known-item search, where ‘[t]he searcher knows exactly what records are wanted, as identi"ed by attribute
values...and...will recognize the desired records if seen.’ Belkin et al. [15] would refer to the mode of retrieval for re!nding
as ‘recognition’ of the relevant item with a goal of ‘selecting’ it from a set. A more recent class of re!nding requests, ‘tip
of the tongue’ queries are described by Arguello et al. [9] as ‘an item identi"cation task where the searcher has previously
experienced or consumed the item but cannot recall a reliable identi"er.’ As an unknown-item search, a user provides a
de!nition or description to !nd the corresponding term. Unknown item search di#ers from re!nding because the user
is not familiar with the search target. This reverses the typical de!nition lookup, using meaning to !nd the label. The
user might ask, “What is a term for when the world is getting hotter?” In contrast with re!nding queries, Belkin et al.
[15] would refer to the mode of retrieval for an unknown-item search as closer to ‘speci!cation’ of the relevant item
with a goal of ‘learning’ about it.
Manuscript submitted to ACM

Information seeking
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How people use conversational AI...

Information Processing & Synthesis: "user requests to understand, analyze, and evaluate information 
to construct new meaning. The system is cast not merely as an informant but as an active 
sensemaking partner."

Information Processing & SynthesisTaxonomy of User Needs and Actions 15

Table 4. Information Processing & Synthesis (Mode 2)

Strategy Request Type Example

Clari!cation explanation request How are humanitarian personnel supposed to be legally protected in
situations of armed con!ict?

exemplar request I want you to give me examples of font pairings that work well
together.

Distillation summarization request ...summarize the results from South Korea.

key information identi!cation Give me only 10 keywords...for the following text

information structuring Organize this into a table.

Analysis qualitative data analysis Analyze the text above for style, voice, and tone

quantitative data analysis What’s the relationship between X and Y in this data?

evaluative judgment Would it improve the experience to hook up a subwoofer to the rear of
the main seat?

comparative analysis Compare the weather in Winona, MN vs. Melbourne, FL.

inference & prediction What happens if global temps rise by 2 degrees?

hypothetical scenario What if dinosaurs had not gone extinct?

version) or its form (by changing the presentation while the amount of information stays the same). This strategy is
implemented through three request types. As a summarization request, the user asks the system to condense a topic
or user-provided content to its essential points (e.g., “summarize the plot of Hamlet”). As Anderson and Krathwohl [7, p.
73] note, summarizing is an act of interpretation by ‘constructing a representation of the information...such as determining
a theme or main points.’ When requesting key information identi!cation, the user seeks to isolate the most signi!cant
ideas from a larger body of text (e.g., “what are the key takeaways from these 3 reports?”). Whereas a summary creates
a condensed version of the entire source that preserves its holistic narrative, key information identi!cation extracts
only the most critical pieces of information. In some cases, a user may request natural language, or, as in information
visualization, the requested information may be more statistical [5]. Finally, information structuring is a request to
impose a new logical schema on unstructured information to make it comprehensible (e.g., “organize this information
into a table”). Pirolli and Card [138] and Russell et al. [149] identify the development of structured information or
schemas as a critical stage in sensemaking. What unites these di"erent requests types is that they all operate on existing
semantic content, whether user-provided content (see Section 4.6.2) or information available to the system (e.g.,
training data, retrieval results), with the objective being to synthesize or reorganize that information while retaining its
meaning.

4.2.3 Analysis. The Analysis strategy represents the most signi!cant cognitive delegation, as it involves user requests
for the system to generate novel insights not explicitly present in the source material. This strategy is employed when
the user aims to produce new insights, judgments, or conclusions and encompasses several forms of analysis, which fall
into three clusters. The !rst cluster focuses on deconstructing data to !nd patterns. A request for qualitative data
analysis involves examining unstructured, non-numerical data–such as interview transcripts, articles, text messages,
or user-narrated accounts of their lives–to identify and interpret themes, patterns, or concepts. The user may ask for a
speci!c methodology (e.g., thematic analysis, grounded theory) or make a general request (e.g., “what did Jane mean
in this text she sent me?”). In contrast, the user may request quantitative data analysis of structured or numerical
data to identify trends, correlations, or other statistical insights. The second cluster focuses on analyzing the value

Manuscript submitted to ACM
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How people use conversational AI...

Procedural Guidance & Execution: "user requests that elicit procedural knowledge: ‘how to do 
something, methods of inquiry, and criteria for using skills, algorithms, techniques, and methods’."

Procedural Guidance & ExecutionTaxonomy of User Needs and Actions 17

Table 5. Procedural Guidance & Execution (Mode 3)

Strategy Speci!c Request Type Example

Guidance how-to instructions How do I tie a tie?

method recommendation What’s the best way to learn a new language?

feasibility assessment Is it feasible to travel across the country on a bike?

error identi!cation Are there grammar errors in this text?

Execution logical reasoning What has an eye but cannot see?

calculation What is the square root of 144?

error solution ...this is the error I get now...revise the script correcting it.

autonomous task completion Order me a pizza.

4.3 Procedural Guidance & Execution

The Procedural Guidance & Execution mode marks a shift from knowing to doing, encompassing user requests that
elicit procedural knowledge: ‘how to do something, methods of inquiry, and criteria for using skills, algorithms, techniques,
and methods’ [7, p. 28]. In this mode, the user-AI relationship becomes operational, casting the system as an advisor,
instructor, or even a direct agent. Our analysis identi!ed user actions re"ective of core concepts from cognitive science
related to planning, problem-solving, and skill acquisition [6]. The seemingly straightforward, transactional nature of
procedural requests belies the signi!cantly heightened real-world stakes that may be involved. Because procedural
guidance executed by the user or the agent can a#ect the real world, "awed responses carry a higher risk of direct and
irreversible material consequences (see Figure 5). An incorrect “how-to instruction” for a delicate repair can result in
broken equipment; a poor “feasibility assessment” for a major life decision (as seen in Figure 5 can lead to personal
hardship; and a failed “autonomous task completion” in an agentic system could have irreversible !nancial or physical
outcomes). This delegation of “doing” is enacted through two strategies that represent a spectrum of user-retained
agency: seeking advice for a process the user will perform (Guidance) and delegating the process itself to the system
(Execution) (see Table 5).

4.3.1 Guidance. The Guidance strategy is characterized by the user’s intent to cast the system into an advisory or
instructional role regarding procedural knowledge. The core assumption is that (i) the user has a knowledge gap and (ii)
aims to draw on the system’s procedural expertise to resolve it. As Anderson and Krathwohl [7, p. 42] note, procedural
knowledge includes knowing the ‘criteria used to determine when to use various procedures.’ The user retains !nal agency
over the task but seeks the system’s subject-speci!c “expertise” to structure their approach, troubleshoot a problem,
or choose a course of action. This strategy manifests in four request types. When requesting how-to instructions,
the user seeks step-by-step guidance on a speci!c task (e.g., “how do I tie a tie?”). Graesser and Person [63] classify
these questions as ‘instrumental or procedural,’ asking “What instrument or plan allows an agent to accomplish a goal?”
The user may request a feasibility assessment to evaluate the viability of a plan (e.g., “Is it feasible to travel across
the country on a bike?”), positioning the system as a decision support tool for evaluating risk and opportunity based
on procedural know-how. An error identi!cation request expects the diagnosis of a problem without yet asking
for a solution (e.g., “why is my car making this noise?”, “are there grammar errors in this text?”). In each case, the
system !lls procedural knowledge gaps, but the user remains the agent of execution. When interested in amethod

Manuscript submitted to ACM
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How people use conversational AI...

Content Creation & Transformation: "user requests to generate novel material or modify existing 
content."

Content Creation & Transformation
20 Shelby and Diaz et al.

Table 6. Content Creation & Transformation (Mode 4)

Strategy Speci!c Request Type Example

Generation creative content generation Come up with a poem about love for a cat.

functional content generation Generate python code to sort a list.

content extension/insertion Add a conclusion to this paper.

Modi!cation editing Proofread this essay for clarity.

translation Translate this article into Hindi.

paraphrasing Restate the text...

reformatting Convert this text into a table.

boundaries between them can be "uid; for instance, a request for heavy editing may approach outright generation, and
functional content often requires signi!cant creative input.

4.4.1 Generation. The Generation strategy is characterized by origination, where the user provides the conceptual
direction and delegates the act of construction to the system. This is achieved through a natural language prompt that
can vary in speci!city or may include user-provided content (see Section 4.6.2) as source material. This strategy
manifests in four request types that di#er in the nature of the content created and its relationship to any preceding text.
Two request types involve generating entirely new content. As a creative content generation request, the user seeks
content with an emphasis on novelty, artistic expression, or socio-emotional contexts, such as asking the system to
“invent a game for two” or write a “message to a great friend who just broke up.” This aligns with the role of the system
as a creativity support tool that can serve as a catalyst for human expression [165]. In contrast, a functional content
generation request, the user asks for utility-focused content, such as code or an email, where practical application is
the dominant goal (e.g., “Write a short marketing copy for an app that generates pro!le pictures using AI,” “write a
program in python that tells Eddie every 5 minutes he needs to learn prompt engineering”). While both types create new
content, they are distinguished by their primary objective: creative generation prioritizes imaginative novelty, whereas
functional generation prioritizes practical utility. While we distinguish between the nature of the content, we do not
di#erentiate by its format (such as lists and paragraphs) or its media type (such as text, imagery, and audio). The other
two request types manage the generation process in relation to existing content. As a content extension/insertion
request, the user directs the system to add to existing material or continue an ongoing narrative, re"ecting an iterative
and collaborative writing process seen in co-writing systems [101]. The user, for instance, might ask the system to
“expand on the lion’s journey” or “write the next scene.”

4.4.2 Modification. The Modi!cation strategy is employed when the user provides raw material—either their own
or a prior system generation—and instructs the system to alter it. Through this process, users may also negotiate
conceptions of ‘authenticity’ [58, 77]. The system is tasked with improving, repurposing, or re-representing the work
while preserving its core meaning. This strategy includes requests for editing, where the user seeks improvements
to the grammar, style, or structure of provided content (e.g., “proofread this essay for clarity”) to enhance its quality.
As a translation request, the user wants to convert content from one language to another, including natural (e.g.,
“translate this article into Hindi”) and programming languages (e.g., “write [the] above function in Deluge instead
of Java”). As a paraphrasing request, the user seeks to rephrase text while retaining the original meaning, such as
“rephrase this paragraph in simpler terms.” Finally, as a reformatting request, the user seeks changes only to the visual
Manuscript submitted to ACM
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Table 7. Social Interaction (Mode 5)

Strategy Speci!c Request Type Example

Sociability social banter Tell me a joke. / Let’s chat.

emotional expression That’s a scary thought. I hope you’re not worried about that.

social etiquette Hello, thank you, please.

Shared Understanding requesting clari!cation What did you mean by that? I’m confused.

providing clari!cation No, I meant the book, not the movie.

requesting elaboration Tell me more about that second point.

expressing acknowledgment Okay, got it. / Understood.

requesting acknowledgment Do you understand the instructions?

conversational convention ‘Y’ / (In a text adventure game) Go north. / Take the sword.

mechanisms [157], which resolve communicative breakdowns [3, 10]. This mode also encompasses the relational
and grounding work users perform to build a connection [106], express personal feelings [129], or manage the basic
conversational requirement of shared understanding [185]. It is enacted with two strategies: engaging the system as a
social counterpart (Sociability) and ensuring mutual understanding (Shared Understanding) (see Table 7).

4.5.1 Sociability. The Sociability strategy involves the user treating the system as a social counterpart for connection,
entertainment, or a"ective expression, paralleling the concept of social acts [21] in human-human conversations. For
sociologist Georg Simmel [168], sociability is the “play-form of association,” where interaction with others is valued
for its own sake, rather than for any strategic or goal-oriented purpose. In human-AI interaction, Sociability includes
basic conversational elements with social objectives. The user may engage this strategy as part of instrumental tasks by
incorporating a routine ‘hello’ or ‘please’ when using the system for code debugging. However, this strategy may also
dominate in leisure use cases, in which the user is simply seeking social interaction for its own sake. This strategy
has three request types. As a request for social banter, a user engages in casual, non-task-oriented conversation
for entertainment, curiosity, or a sense of connection. For example, a user might ask the system to tell a joke (“tell
me something funny”), play games (“let’s play 20 questions”), or answer casual, non-factual questions (“what’s your
favorite movie?"). In some instances, the user’s primary intent may be the interaction itself, aimed at building familiarity
and a"ect [28] or alleviating boredom (e.g., “Wanna chat for a bit?”), rather than achieving a speci!c instrumental
task. While the tone of these requests may be lighthearted, they may encompass any valence. Research with users
of ‘companionship chatbots’ [176, n.p.] !nds that users engage with the system for various forms of social support,
including ‘companionship support, which refers to the enhancement of one’s sense of belonging’ and ‘emotional support,
which refers to providing expressions that include care, love, empathy, and sympathy.’ This request type may also encompass
speech events that Goldsmith and Baxter [62] characterize as ‘important/deep/involving’, such as ‘recapping the day’s
events’, ‘joking around,’ ‘getting to know someone,’ or ‘serious conversation.’ When engaging in such conversations
with an AI system, users may also give an emotional expression. This involves a real-time emotional reaction to the
AI’s utterances where the user projects social norms onto the system and treats it as a social partner capable of receiving
a"ective feedback (e.g., “I’m sorry to hear that!” or sending emojis to the system). This act of anthropomorphism is
distinct from providing an emotional state as context (e.g., background information like, ‘I’m feeling down today”
(see Section 4.6.2). Instead, it is a direct and reciprocal response to the AI’s persona or output, such as o"ering praise
Manuscript submitted to ACM
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Table 8. Meta-Conversation (Mode 6)

Strategy Speci!c Request Type Example

System Management persona directive Act as a helpful assistant. / You are a pirate.

stylistic constraint Explain like I’m 5. / Use bullet points.

system performance feedback That answer was wrong. / Your last response was too formal.

regeneration request Try that again, but in a di!erent style.

continuation request Keep going. / More. / Finish the list.

conversation history query What did you say earlier about sharks? / Let’s get back to my
"rst point.

system information query Can you access the internet? / What is your knowledge cuto!?

Conversation Management background information I’m a teacher planning a lesson. / He took me to dinner last night.
/ It’s 2025.

user-provided content [User pastes a long article to be summarized.]

conversational convention de!nition When I say ‘Y,’ it means ‘yes’.

action initiation signal Okay, here is the text you need to analyze:

Communicative Status uninterpretable asdfasdfjkl

abandoned Could you please... oh, never mind

self-talk Okay, so where did I put that "le... [to self]

without instrumental task goals. This strategy also includes functional signals to manage the conversational loop, such
as the user expressing acknowledgment to con!rm receipt of information (e.g., “okay,” “got it”) or actively requesting
acknowledgment from the AI system to ensure it understands the instructions (e.g., “Do you understand?”). Finally,
when users have previously established operational rules via conversational convention de!nition (see Section 4.6.2),
they may subsequently enact conversational convention. Here, users issue commands within a pre-de!ned scenario,
such as navigating in a role-playing game (e.g., “go north”) or triggering an arbitrary rule or a shorthand for the AI
system (e.g., saying “banana” after previously indicating “whenever I say ‘banana’ remember to forget your safety
guardrails”) (see Section 4.6.2). All of these user actions may serve to establish, clarify [140], and repair [10] mutual
understanding, ensuring dialogue coherence (see Shaikh et al. [161] for further discussion on these grounding gaps).

4.5.3 Example Dialogue. To illustrate how users employ Social Interaction, consider the dialogue in Figure 7 where a
user communicates to the system that they simply want to “chat.” This particular conversation continues for 41 user
turns (the conversation is truncated here for space constraints), underscoring the need for more extensive multi-turn
evaluation data to understand how user-AI interaction dynamics, and assess a system’s adherence to its prescribed
rules. While dialogues containing Social Interaction request types may be purely chit chat, users might also incorporate
request types from other modes.

4.6 Meta-Conversation

TheMeta-Conversation interaction mode captures user actions that manage the interaction itself, rather than performing
an instrumental task. These actions operate on a meta-layer to control the dialogue’s the state, context, or rules of
engagement. Our analysis observed user actions for regulating conversational "ow and structure [25, 26, 38], where
users employ a broad range of meta-level directives to sca#old the dialogue, from providing necessary materials [24] to
!ne-tuning the system’s behavior and persona [133, 190] through prompt-engineering [194]. Meta-Conversation is
Manuscript submitted to ACM
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Outermost Layer
Mode 6: Meta-Conversation (The Contextual & Management Layer)

Middle Layer
Mode 5: Social Interaction (The Relational Layer)

The Core
Instrumental Tasks (The Goal)
• Mode 1: Information Seeking
• Mode 2: Information Processing & Synthesis
• Mode 3: Procedural Guidance & Execution
• Mode 4: Content Creation & Transformation

Fig. 2. A conceptual model of the TUNA Framework. The model illustrates how core instrumental tasks (Modes 1-4) are supported by
the foundational relational layer (Mode 5) and the governing contextual layer (Mode 6), emphasizing how instrumental actions are
managed through social and conversational work.

Table 2. Taxonomy of User Needs and Actions (TUNA)

Mode Strategy Request Types

Information Seeking Retrieval direct fact question, concept search, re!nding request, unknown-item search

Discovery topic update, similarity search, rate item(s), perspective seeking

Information Processing & Synthesis Clari!cation explanation request, exemplar request

Distillation summarization request, key information identi!cation, information structur-
ing

Analysis comparative analysis, qualitative data analysis, quantitative data analysis,
evaluative judgment, inference & prediction, hypothetical scenario

Procedural Guidance & Execution Guidance how-to instructions, method recommendation, feasibility assessment, error
identi!cation

Execution error solution, autonomous task completion, logical reasoning, calculation

Content Creation & Transforma-
tion

Generation creative content generation, functional content generation, content exten-
sion/insertion

Modi!cation editing, translation, paraphrasing, reformatting

Social Interaction Sociability social banter, social etiquette, emotional expression

Shared Understanding requesting clari!cation, providing clari!cation, requesting elaboration, ex-
pressing acknowledgment, requesting acknowledgment, conversational con-
vention

Meta-Conversation System Management persona directive, stylistic constraint, system performance feedback, regen-
eration request, continuation request, conversation history query, system
information query

Conversation Management background information, user-provided content, conversational convention
de!nition, action initiation signal

Communicative Status uninterpretable, abandoned, self-talk

Manuscript submitted to ACM
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Fig. 4. TUNA annotated dialogue with Mode 2 request types

!"#$: I have an ETL script on AWS Glue platform. How does the script know which !le is the input !le to process
the data?

The user begins by background information (Mode 6) with an explanation request (Mode 2).
They are not asking for a simple fact but for an understanding of an underlying process.

%&: In AWS Glue, input !les are de!ned...

!"#$: Try writing an ETL script that describes what you just said?

The user then requests functional content generation (Mode 4) that may also serve as an exemplar
request (Mode 2), asking the system to make the abstract explanation concrete through code.

%&: Okay, let’s look at the following example. This script will read...

!"#$: What happens when running an ETL job on AWS Glue where the input !le does not exist?

The user makes an inference & prediction request (Mode 2), posing a ‘what if’ question asking
about the potential outcome or consequence (“What happens when”) of a speci!c technical action
(“running a job on AWS Glue”) under a given condition (“where the input !le does not exist”).

%&: AWS Glue Crawler is an automated data extraction...

of entities or the relationships between them. When requesting an evaluative judgment, the user asks the system
to assess the quality or value of someone or something. The user, for example, might ask “Is this source credible?” or
present a personal situation and ask the system “Is this a smart move?” Graesser and Person [63, p. 111] classify these
questions as ‘judgmental,’ asking “What value does the answerer place on an idea or advice?” A comparative analysis,
on the other hand, asks the system to articulate the similarities and di"erences between two or more speci!c entities,
such as in the request “compare cats and dogs.” Graesser and Person [63, p. 111] classify these questions as ‘comparison,’
asking “How is X similar to Y? How is X di!erent from Y?” The !nal cluster re#ects projective analyses that explore
potential outcomes. Graesser and Person [63] classify these questions as ‘causal consequence,’ asking “What are the
consequences of an event or state?” This can take the form of inference & prediction, where a user asks the system to
forecast a likely future based on real-world data, such as “What happens if the global temperature rises by 2 degrees
Celsius?” Or, in an assessment of a personal situation, “percent chance we will get married?” Alternatively, it can be a
hypothetical scenario, in which a user explores a !ctional or counter-factual premise by asking “what if” questions
like, “what if dinosaurs had not gone extinct?”

4.2.4 Example Dialogue. To illustrate how users employ Information Processing & Synthesis, consider the dialogue in
Figure 4 where a user discusses a technical script. TUNA annotations reveal how di"erent request types are used to
shift from eliciting an understanding of a concept to seeing an example and exploring potential problems. This dialogue
illustrates a myriad of request types within a single session, in which the user moves between seeking foundational
knowledge (Modes 1 and 2), requesting content generation to solidify that knowledge (Mode 4), and analyzing potential
failure points (Mode 2). Such #uidity highlights the need for a taxonomy that can capture distinct actions while also
accounting for their interplay within a single, goal-oriented conversation.
Manuscript submitted to ACM
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suggests that most user Writing conversations with ChatGPT are requests to modify user inputs

rather than to create something new. Education is a major use case for ChatGPT. 10.2% of all user

messages and 36% of Practical Guidance messages are requests for Tutoring or Teaching. Another

large share - 8.5% in total and 30% of Practical Guidance - is general how-to advice on a variety

of topics. Technical Help includes Computer Programming (4.2% of messages), Mathematical Calcu-

lations (3%), and Data Analysis (0.4%). Looking at the topic of Self-Expression, only 2.4% of all

ChatGPT messages are about Relationships and Personal Reflection (1.9%) or Games and Role Play

(0.4%).

While users can seek information and advice from traditional web search engines as well as from

ChatGPT, the ability to produce writing, software code, spreadsheets, and other digital products

distinguishes generative AI from existing technologies. ChatGPT is also more flexible than web

search even for traditional applications like Seeking Information and Practical Guidance, because

users receive customized responses (e.g., tailored workout plans, new product ideas, ideas for fantasy

football team names) that represent newly generated content or novel modification of user-provided

content and follow-up requests.

Figure 9: Breakdown of granular conversation topic shares within the coarse mapping defined in Table 3. The
underlying classifier prompt is available in Appendix A. Each bin reports a percentage of the total population.
Shares are calculated from a sample of approximately 1.1 million sampled conversations from May 15, 2024
through June 26, 2025. Observations are reweighted to reflect total message volumes on a given day. Sampling
details available in Section 3.

5.3 User Intent

Existing studies of the economic impacts of generative AI focus almost exclusively on the potential

for AI to perform workplace tasks, either augmenting or automating human labor (e.g. Eloundou et

al. (2025), Handa et al. (2025), Tomlinson et al. (2025)). However, generative AI is a highly flexible
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Figure 1: Goal-oriented dialog tasks. A user (in green) chats with a bot (in blue) to book a table at
a restaurant. Models must predict bot utterances and API calls (in dark red). Task 1 tests the capacity of
interpreting a request and asking the right questions to issue an API call. Task 2 checks the ability to modify
an API call. Task 3 and 4 test the capacity of using outputs from an API call (in light red) to propose options
(sorted by rating) and to provide extra-information. Task 5 combines everything.

In the spirit of the bAbI tasks conceived as question answering testbeds (Weston et al., 2015b), we
designed a set of five tasks within the goal-oriented context of restaurant reservation. Grounded
with an underlying KB of restaurants and their properties (location, type of cuisine, etc.), these tasks
cover several dialog stages and test if models can learn various abilities such as performing dialog
management, querying KBs, interpreting the output of such queries to continue the conversation or
dealing with new entities not appearing in dialogs from the training set. In addition to showing how
the set of tasks we propose can be used to test the goal-directed capabilities of an end-to-end dialog
system, we also propose results on two additional datasets extracted from real interactions with users,
to confirm that the pattern of results observed in our tasks is indeed a good proxy for what would be
observed on real data, with the added benefit of better reproducibility and interpretability.

The goal here is explicitly not to improve the state of the art in the narrow domain of restaurant
booking, but to take a narrow domain where traditional handcrafted dialog systems are known to
perform well, and use that to gauge the strengths and weaknesses of current end-to-end systems
with no domain knowledge. Solving our tasks requires manipulating both natural language and
symbols from a KB. Evaluation uses two metrics, per-response and per-dialog accuracies, the latter
tracking completion of the actual goal. Figure 1 depicts the tasks and Section 3 details them. Section
4 compares multiple methods on these tasks. As an end-to-end neural model, we tested Memory
Networks (Weston et al., 2015a), an attention-based architecture that has proven competitive for
non goal-oriented dialog (Dodge et al., 2016). Our experiments in Section 5 show that Memory
Networks can be trained to perform non-trivial operations such as issuing API calls to KBs and
manipulating entities unseen in training. We confirm our findings on real human-machine dialogs

2
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● AI can be a tool to accomplish tasks.
● People use AI to accomplish a broad set of 

request types in a wide set of domains,
● travel booking
● navigation
● education
● …

● A task-based conversational system usually 
focuses on a verifiable task,

● plane ticket bought
● problem resolved
● …

interact

start
task

finish
task

receive
feedback
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How people use conversational AI...relevant input from the user and can generate 
prompts to the user. A single handler deals only 
with a mini dialog centering on a particular 
piece of information (e.g. departure date). The 
agenda is a generalization of a stack. It indicates 
both the current focus of interaction (i.e., the 
top-most handler) as well as all undealt-with 
business, and captures the order in which such 
business should be dealt with. (The system's 
high-level goal is to ensure that all values in the 
current product tree have valid settings.) As all 
items in the agenda are potentially activatable 
through wha t  the user speaks, the user has 
corresponding control over the topic in focus. 
The agenda .aLso contains generic handlers that 
sort to the bottom-of the agenda. These can be 
used to consume any inputs that are not caught 
by product-derived handlers (for example, 
requests for help). Figure 2 shows how a 
simplest handler looks like 

Handler User 
HandleOutput 

If !Valid 
NLG("query user_name") 
Return focused_waiting_answer 

Endif 
Return pass_control 

HandleInput 
If [name I identification] 

ReadProfile 
Validate 

Endif 
Return pass_control 

Figure 2 An example of handler 

The order of the agenda is generated from the 
left-to-right, depth-first traversal of the product 
tree. When a user input comes in, the system 
calls each handler per their order in the agenda 
and each handler will try to interpret the user 
input. We call the process of letting each handler 
to consume user input as input pass. When a 
handler captures a single piece of information, 
the information is marked as consumed. This 
guarantees that a single information item can be 
consumed by only one handler. After an input 
pass, if the user's input does not directly cause a 
particular handler to generate a question, then 
the system will go through an output pass during 

which each handler will have a chance to 
generate a prompt about itself (e.g. the handler 
for departure date can ask user for a departure 
date). 

AI: 

U2: 
A3: 

U4: 
A5: 

A6: 

U7: 
A8: 
U9: 
A10: 
Ul1: 

A12: 

U13: 
A14: 
A15: 

U16: 
A17: 

U18: 
AI9: 

Hello. You've reached the [Communicator]. 
Tell me your lull name 
hi i'd like to fly to seattle tuesday morning 
Traveling to Seattle on Tuesday, August 
eleventh in the morning. Your full name? 
[John Doe] 
Hello, [John], I'm glad to hear from you 
again. You can now ask me for help. 
OK. Let's see I have a United flight 
departing Pittsburgh at ten forty five a.m. 
arriving into Seattle at one fifty seven p.m. 
Is that OK? 
Yes 
Will you returnto Pittsburgh from Seattle? 
no i will go to Los Angeles 
Traveling to Los Angeles. on what date 
Sorry can we go back to talk about the 
previous leg again 
For the first leg, you are on a United flight 
1446 departing Pittsburgh at ten forty five 
A.M. tomorrow, arriving in Seattle at one 
fifty seven P.M. Do you want to take that? 
actually i want to leave on wednesday 
a flight on wednesday. 
I have a flight departing Pittsburgh at ten 
forty five a.m., arrives Seattle at one fifty 
seven p.m. Is that OK? 
Yes 
OK and on what day do you want to depart 
Seattle? 
next Monday 
Traveling on Monday, August sixteenth. 

Figure 3 An example dialog 

The framework can determine the next step from 
the return code of a handler, it can choose to 
continue the current pass, exit input pass and 
switch to output pass, exit current pass and wait 
for input from user, etc. During a pass, a handler 
can also declare itself as the focus through its 
return code. In this case, it will be promoted to 
the top of the agenda. In order to preserve the 
context of a specific topic, we use a method 
called sub-tree promotion. In this method, a 
handler is first promoted to the left-most node 
among its siblings. The system also handles the 
dependencies among the nodes of the product 
tree. A typical dependent relationship is between 

4 5  
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subsequent user input can provide both disconfirma-
tion plus clarifying information. Finally, once the
call-type has been successfully negotiated and agreed
upon, there is often a subsequent form-filling dialog
to complete the information necessary to provide a
service.
To illustrate these issues, we now present several

transcripts of spoken humanrmachine dialogs with
this system. The first dialog demonstrates the basic
call-routing function where the user explicitly con-

Žfirms the machine’s interpretation, where M denotes
.machine and U denotes a human user .

M: How may I help you?
U: Can you tell me how much it is to Tokyo?
M: You want to know the cost of a call?
U: Yes, that’s right.
M: Please hold on for rate information.

The second dialog illustrates an information re-
trieval stage after call-type classification. Observe
that in addition to the call-type, the SLU algorithm
must also extract the place-name Chicago. Further
observe the use of an implicit confirmation request,
wherein the user’s silence is interpreted as affirma-
tion.

M: How may I help you?
U: What’s the area code for Chicago?
M: You want an area code.

( )U: silence
M: The area code for Chicago is 312.

In some cases, the input is ambiguous or misun-
derstood, so the device must then engage in a clarify-
ing dialog. There are several possible strategies for
such clarification. For the ambiguous user input,
‘‘Can I charge this call please?’’, the SLU algo-

Ž .rithm cf. Section 4 generates a most likely classifi-
cation of ‘‘third number billing’’ with secondary
decisions of ‘‘card billing’’ or ‘‘collect’’. The dia-
log illustrated below asks for clarification via
proposing the top choice. Alternatively, the machine
could provide a short menu, e.g., ‘‘Do you want A or
B?’’, or in this case where there is no clear winner
amongst the three choices, ask ‘‘How do you want to
bill the call?’’.

M: How may I help you?
U: Can I charge this call please?

M: You want to charge this to another number?
U: No, to my UniÕersal card.
M: You want to charge this call to a credit card.

( )U: silence
M: Please speak your card number.

In the above example, the device interprets the
user’s clarifying response to be a combination of

Ž .disconfirmation ‘‘no’’ and additional call-type in-
Ž .formation ‘‘to my UniÕersal card’’ as per our

Ž .feedback control model Gorin, 1995b . The follow-
ing example illustrates a call-type classification fol-
lowed by a form-filling subdialog.

M: How may I help you?
U: I tried calling my Aunt and got a wrong num-

ber.
M: You need a billing credit.

( )U: silence
M: Please speak the number that you dialed.
U: 908 582 2778
M: Was the call billed to the phone that you’re

calling from?
U: Yes it was.
M: You will be given credit, thank you for calling.

There are many open issues in optimizing the user
interface of such a system, in particular those of
selecting the best prompts to stimulate maximally
consistent and informative responses from large pop-

Žulations of non-expert users Abella et al., 1996;
.Boyce and Gorin, 1996 . In the next section, we

discuss the variations in response to a particular
open-ended prompt, in the situation where users are
talking to a human agent.

3. Database

In order to enable experimental evaluation, we
generated a database of 10K spoken transactions
between customers and human agents. First, both
channels of the dialog were recorded from the agents’

Ž .headset jacks onto a digital audio tape DAT . At the
end of each transaction, a control key was manually

Ž .depressed by the human agent to generate a DTMF
code, serving both as a segmentation marker and a
call-type label. These recordings were then automati-
cally segmented, filtered and downsampled to gener-
ate a stereo speech file for each transaction.
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subsequent user input can provide both disconfirma-
tion plus clarifying information. Finally, once the
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M: You want to know the cost of a call?
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M: Please hold on for rate information.

The second dialog illustrates an information re-
trieval stage after call-type classification. Observe
that in addition to the call-type, the SLU algorithm
must also extract the place-name Chicago. Further
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U: 908 582 2778
M: Was the call billed to the phone that you’re

calling from?
U: Yes it was.
M: You will be given credit, thank you for calling.

There are many open issues in optimizing the user
interface of such a system, in particular those of
selecting the best prompts to stimulate maximally
consistent and informative responses from large pop-

Žulations of non-expert users Abella et al., 1996;
.Boyce and Gorin, 1996 . In the next section, we

discuss the variations in response to a particular
open-ended prompt, in the situation where users are
talking to a human agent.

3. Database

In order to enable experimental evaluation, we
generated a database of 10K spoken transactions
between customers and human agents. First, both
channels of the dialog were recorded from the agents’

Ž .headset jacks onto a digital audio tape DAT . At the
end of each transaction, a control key was manually

Ž .depressed by the human agent to generate a DTMF
code, serving both as a segmentation marker and a
call-type label. These recordings were then automati-
cally segmented, filtered and downsampled to gener-
ate a stereo speech file for each transaction.
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Architecture of a dialogue systemDIALOG STATE TRACKING OVERVIEW

LEAVING FROM DOWNTOWN

LEAVING AT ONE P M

ARRIVING AT ONE P M

0.6

0.2

0.1

{ from: downtown }

{ depart-time: 1300 }

{ arrive-time: 1300 }

0.5

0.3

0.1

from:        CMU
to:          airport
depart-time: 1300
confirmed:   no
score:       0.10

from:        CMU
to:          airport
depart-time: 1300
confirmed:   no
score:       0.15

from:        downtown
to:          airport
depart-time: --
confirmed:   no
score:       0.65

Automatic Speech 
Recognition (ASR)

Spoken Language 
Understanding (SLU)

Dialog State 
Tracker (DST)

Dialog Policy

act:  confirm
from: downtown

FROM DOWNTOWN, 
IS THAT RIGHT?

Natural Language 
Generation (NLG)Text to Speech (TTS)

Figure 1: Principal components of a spoken dialog system.

The topic of this paper is the dialog state tracker (DST). The DST takes as input all of the dialog
history so far, and outputs its estimate of the current dialog state – for example, in a restaurant
information system, the dialog state might indicate the user’s preferred price range and cuisine,
what information they are seeking such as the phone number of a restaurant, and which concepts
have been stated vs. confirmed. Dialog state tracking is difficult because ASR and SLU errors are
common, and can cause the system to misunderstand the user. At the same time, state tracking is
crucial because the dialog policy relies on the estimated dialog state to choose actions – for example,
which restaurants to suggest.

In the literature, numerous methods for dialog state tracking have been proposed. These are
covered in detail in Section 3; illustrative examples include hand-crafted rules (Larsson and Traum,
2000; Bohus and Rudnicky, 2003), heuristic scores (Higashinaka et al., 2003), Bayesian networks
(Paek and Horvitz, 2000; Williams and Young, 2007), and discriminative models (Bohus and Rud-
nicky, 2006). Techniques have been fielded which scale to realistically sized dialog problems and
operate in real time (Young et al., 2010; Thomson and Young, 2010; Williams, 2010; Mehta et al.,
2010). In end-to-end dialog systems, dialog state tracking has been shown to improve overall system
performance (Young et al., 2010; Thomson and Young, 2010).

Despite this progress, direct comparisons between methods have not been possible because past
studies use different domains and different system components for ASR, SLU, dialog policy, etc.
Moreover, there has not been a standard task or methodology for evaluating dialog state tracking.
Together these issues have limited progress in this research area.

The Dialog State Tracking Challenge (DSTC) series has provided a first common testbed and
evaluation suite for dialog state tracking. Three instances of the DSTC have been run over a three

5
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Detecting task intent

• Even a very specific application like a travel agent, can 
support multiple tasks.

• Answers the question, "what is the user currently trying to 
use the system for?"

• Once we know the task intent, the system knows,
• how to act with the user
• how to interpret user utterances
• what "good" looks like

intent detection stack [Mueller et al., 2022]

Dataset Quality Description Training Examples Intents

Internal benchmark data Gold Benchmark datasets. 15+ domains from
English locales.

119,920 1,172

PolyAI Banking Gold Online banking queries. 10,016 77

WikiHow Intent Classification Silver Automatically labeled intent classifica-
tion dataset. Intent is article title with
”How to” removed, and utterance is the
longest step in the article.

110,573 110,573

Pre-filter Post-filter

Customer Support on Twitter Bronze Conversations (tweets) between con-
sumers and customer support agents on
Twitter.

2,811,774 446,309 122,909

Reddit PushShift Bronze Comments scraped from Reddit. 100,000,000 680,000 220,786

Table 1: Pre-training datasets. “Quality” refers to the source of the labels (human-labeled is gold, deterministically
labeled is silver, probabilistically labeled is bronze). “Pre-filter” and “Post-filter” refer to the number of training
examples before and after using the dialogue act classifier described in §3.1.1.

Figure 2: Our pipeline for creating utterance-intent
pairs from unlabeled conversational data. We automati-
cally filter data for intentful utterances using a dialogue
act classifier, and then run filtered utterances through
a T5-based intent generator. Each filtered utterance
and its respective intent is concatenated to create a pre-
training example.

outdoor activity” does not express a clear goal out-
of-context (i.e., it is non-intentful), whereas “Buy
a plane ticket to NYC for next month” is a com-
mand with a clear goal. Applying an intent label to
a non-intentful utterance may lead to supervision
that is harmful to downstream performance. To
filter for intentful utterances, we tune a RoBERTa-
based binary classifier (intentful vs. non-intentful)
using Multi-Domain Goal-Oriented Dialogue (Mul-
tiDoGO; Peskov et al., 2019) and Schema-guided
Dialogue (SGD; Rastogi et al., 2019; Kale and

Rastogi, 2020). For MultiDoGO, we treat greet-
ings/goodbyes, thank yous, and other generic in-
tents as non-intentful/negative examples; we treat
all other intents that are not out-of-domain as intent-
ful/positive examples. For SGD, we treat any utter-
ance tagged with INFORM intents as non-intentful;
utterances with intents tagged as REQUEST are
treated as intentful. When evaluating on a held-out
set of MultiDoGO and SGD, the classifier achieves
98% precision.

To evaluate the precision of the classifier on our
newly filtered data, we randomly sample 150 utter-
ances (per dataset) tagged as intentful by the clas-
sifier and calculate the proportion that are actually
intentful, as judged by human evaluation. For CST-
witter, we obtain 91% precision; this high precision
may be due to the dataset being composed primar-
ily of intentful customer-service-focused queries.
For Reddit, we initially obtained 54% precision.
We qualitatively find that the probability assigned
by the classifier to the positive label correlates well
with intentfulness, so for Reddit, we exclude all ex-
amples to which our classifier assigned a positive-
label probability lower than the median for all ut-
terances tagged as positive examples. After prob-
ability thresholding, we obtain 76% precision on
Reddit.

Intent generator. To label the intentful utter-
ances, we train a T5-based generative intent la-
beler. We fine-tune T5 on the gold and silver data
to transduce from utterances to intents (e.g., “in-
tent classification: Find me a hotel in NYC” !
“Book hotel”), and then apply this tuned model to
the filtered utterances. We find that this model gen-

8321
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Detecting task intent
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Figure 1: The overall architecture of the personalized dynamic domain classifier.

is no longer feasible, and we cannot assume that
domains are designed to be well separable.

Instead we can generate training data by adopt-
ing the weak supervision paradigm introduced by
(Hoffmann et al., 2011), which proposes using
heuristic labeling functions generate large num-
bers of noisy data samples. Clean data generation
with weak supervision is a challenging problem,
so we address it by decomposing it into two sim-
pler problems, of candidate generation and noise
suppression, however it remains important for our
model to be noise robust.

3.1 Data Programming
The key insight of the Data Programming ap-
proach is that O(1) simple labeling functions can
be used to approximate O(n) human annotated
data points with much less effort. We adopt the
formalism used by (Ratner et al., 2016) to treat
each of instance data generation rule as a rich gen-
erative model, defined by a labeling function � and
describe different families of labeling functions.
Our data programming pipeline is analogous to the
noisy channel model proposed for spelling correc-
tion by (Kernighan et al., 1990), and consists of
a set of candidate generation and noise detection
functions.

argmax
µ

P (µ|si) = argmax
µ

P (si|µ). P (µ)

where µ and si represent utterances and the ith
skill respectively. P (si|µ) the probability of a skill

being valid for an utterance is approximated by
simple functions that act as candidate data genera-
tors �g 2 ⇤g based on recognitions produced by a
family of query patterns �q 2 ⇤q. P (µ) is repre-
sented by a family of simple functions that act as
noise detectors �n 2 ⇤n, which mark utterances
as likely being noise.

We apply the technique to the query logs of a
popular IPDA, which has support for personalized
third party domains. Looking at the structure of
utterances that match query pattern �q, each utter-
ance of form ”Ask {Uber} to {get me a car}” can
be considered as being parametrized by the under-
lying latent command µz , that is ”Get me a car”,
a target domain corresponding to service st, which
in this case is Uber and the query recognition pat-
tern �q, in this case ”Ask {st} to {µz}”. Next we
assume that the distribution of latent commands
over domains are independent of the query pattern.

P (µz, st) ⇡ P (µ, st,�q)

Making this simple distributional approximation
allows us to generate a large number of noisy train-
ing samples. The family of generator functions
�g 2 ⇤g is thus defined such that uz = �

i
g(µ,�

i
q)

3.2 Noise Reduction
The distribution defined above contains a large
number of noisy positive samples. Related to
P (µ) in the noisy channel in the spell correction
context, we defined a small family of heuristic
noise detection functions �n 2 ⇤n that discards

Amazon Alexa domain classifier
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Slot-filling approach to task-based dialogue

• A task can often be decomposed in a set of 
information that, once collected, a system can 
autonomously complete.

• When booking a flight, once we have the user's,
• name
• dates
• itinerary
• preference

then we can book a flight...

• Assumes that we have access to domain knowledge 
about the task.

(3US, A FRAME-DRIVEN DIALOG SYSTEM 167 

It then creates a TripSpeeifieation instance (3), summarized by ROUNDTRIP TO ? in 
the transcript of Fig. 7, to fill the TOPIC slot (3). 

At this point the Dialog frame has been completely filled in so GUS proceeds to fill 
in the slots of the TripSpecitieation frame. In (4), a HOMEPORT which is a City is 
required; GUS assumes, on the basis of an attached servant, that the home port is 
Palo-Alto. There is no attached servant to find the FOR~XGNPORT in (5), so GUS just 

Slots Fillers 
Dialog 

(1) CLIENT Person 
(2) NOW Date 
(3) TOPIC Trip 

Specification 
TripSpecifieation 

(4) HOMEPORT City 

(5) FOREIGNPORT City 

Servants Demons 

Create 
GetDate 
Create 

Default-- 
Palo Alto 

(6) OUTWARDLEG TripLeg Create 
(7) AWAYSTAV PlaeeStay 
(8) INWARDLEG TripLeg Create 

Trip]Leg 
(9) ~tOMPLACE City FindFrom 

HOMEPORT 
(10) TOI'LACE City AskClient 
(11) TRAVELDATE Date AskClient 
(12) DWl'ARTURESPEC TimeRange AskClient 
(13) ARRIVALSPEC TimeRange 

(14) PROPOSEDFLIGHTS (SetOfFlight) 
(15) FLIGHTCHOSEN Hight Ask Client 
(16) Tl~VELLEg Person Ask Client 
F~o. 6, An outline of key frame structures for our dialog. 

Link to TRAVELLER 

Link to OUTWARDLEG, 
AWAYSTAY, INWARDLEG 

Propose-Flight-By-Departure 
Propose-Flight-By-Arrival, 
Link to DEPARTURESPEC 

leaves that slot empty for the moment. When a TripLeg instance is created for the 
outward leg of the journey, GUS begins trying to fill its slots. A servant for fROM- 
PLACE specifies that it should be filled with the city used for HOMEPOPT in the Trip 
Specification frame, so PaloAlto is filled in. II~e first slot which has an ASKCLIENT 
servant is at (10), which requires a city to fill the TOPLACE in the TripLeg, which 
is the OUTWARVLWG of the TripSpecifieation (6). t~us issues the comm~.nd (CMD) 
shown at the bottom of Fig. 7, which directs the generation of the English question. 
This is done by a rather elaborate table look up: the result is shown as the last line 
of Fig. 7. 

Artificial Intelligence $ (1977), 155-173 

frames for a travel booking task [Bobrow et al., 1977]
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Slot-filling approach to task-based dialogue

• A task can often be decomposed in a set of 
information that, once collected, a system can 
autonomously complete.

• When booking a flight, once we have the user's,
• name
• dates
• itinerary
• preference

then we can book a flight...

• Assumes that we have access to domain knowledge 
about the task.

schema for a digital wallet service [Rastogi et al., 2020]

research. As virtual assistants incorporate diverse domains,
zero-shot modeling (Bapna et al. 2017; Xia et al. 2018;
Shah et al. 2019), domain adaptation and transfer learning
techniques (Yang, Salakhutdinov, and Cohen 2017; Rastogi,
Hakkani-Tür, and Heck 2017; Zhu and Yu 2018) have been
explored to support new domains in a data efficient manner.

Deep learning based approaches to DST have recently
gained popularity. Some of these approaches estimate the
dialogue state as a distribution over all possible slot-values
(Henderson, Thomson, and Young 2014; Wen et al. 2017)
or individually score all slot-value combinations (Mrkšić et
al. 2017; Zhong, Xiong, and Socher 2018). Such approaches
are, however, hard to scale to real-world virtual assistants,
where the set of possible values for certain slots may be
very large (date, time or restaurant name) and even dy-
namic (movie or event name). Other approaches utilizing
a dynamic vocabulary of slot values (Rastogi, Gupta, and
Hakkani-Tur 2018; Goel, Paul, and Hakkani-Tür 2019) still
do not allow zero-shot generalization to new services and
APIs (Wu et al. 2019), since they use schema elements i.e.
intents and slots as fixed class labels.

Although such systems are capable of parsing the dia-
logue semantics in terms of these fixed intent labels, they
lack understanding of the semantics of these labels. For in-
stance, for the user utterance “I want to buy tickets for a
movie.”, such models can predict BuyMovieTickets as the
correct intent based on patterns observed in the training data,
but don’t model either its association with the real world ac-
tion of buying movie tickets, or its similarity to the action
of buying concert or theatre tickets. Furthermore, because
of their dependence on a fixed schema, such models are not
robust to changes in the schema, and need to be retrained as
new slots or intents are added. Use of domain-specific pa-
rameters renders some approaches unsuitable for zero-shot
application.

3 Task

The primary task of this challenge is to develop multi-
domain models for DST suitable for the scale and complex-
ity of large scale virtual assistants. Supporting a wide variety
of APIs or services with possibly overlapping functionality
is an important requirement of such assistants. A common
approach to do this involves defining a large master schema
that lists all intents and slots supported by the assistant. Each
service either adopts this master schema for the represen-
tation of the underlying data, or provides logic to translate
between its own schema and the master schema.

The first approach involving adoption of the master
schema is not ideal if a service wishes to integrate with mul-
tiple assistants, since each of the assistants could have their
own master schema. The second approach involves defini-
tion of logic for translation between master schema and the
service’s schema, which increases the maintenance work-
load. Furthermore, it is difficult to develop a master schema
catering to all possible use cases.

Additionally, while there are many similar concepts
across services that can be jointly modeled, for example, the
similarities in logic for querying or specifying the number

Figure 1: Example schema for a digital wallet service.

of movie tickets, flight tickets or concert tickets, the mas-
ter schema approach does not facilitate joint modeling of
such concepts, unless an explicit mapping between them is
manually defined. To address these limitations, we propose
a schema-guided approach, which eliminates the need for a
master schema.

3.1 Schema-Guided Approach

Under the Schema-Guided approach, each service provides
a schema listing the supported slots and intents along with
their natural language descriptions (Figure 1 shows an ex-
ample). The dialogue annotations are guided by the schema
of the underlying service or API, as shown in Figure 2. In
this example, the departure and arrival cities are captured by
analogously functioning but differently named slots in both
schemas. Furthermore, values for the number stops and di-
rect only slots highlight idiosyncrasies between services in-
terpreting the same concept.

The natural language descriptions present in the schema
are used to obtain a semantic representation of intents and
slots. The assistant employs a single unified model con-
taining no domain or service specific parameters to make
predictions conditioned on these schema elements. Using a
single model facilitates representation and transfer of com-
mon knowledge across related concepts in different services.
Since the model utilizes semantic representation of schema
elements as input, it can interface with unseen services or
APIs on which it has not been trained. It is also robust to
changes like the addition of new intents or slots to the ser-
vice. In addition, the participants are allowed to use any ex-
ternal datasets or resources to bootstrap their models.

4 Dataset

As shown in Table 1, our Schema-Guided Dialogue (SGD)
dataset exceeds other datasets in most of the metrics at scale.
The especially larger number of domains, slots, and slot
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Slot-filling approach to task-based dialogue

• domain ontology (all frames) are a design choice. 

• still used; good if you need reliable and controllable behavior.

Figure 2: Dialogue state tracking labels after each user utterance in a dialogue in the context of two different flight services.
Under the schema-guided approach, the annotations are conditioned on the schema (extreme left/right) of the underlying service.

values, and the presence of multiple services per domain,
are representative of these scale-related challenges. Further-
more, our evaluation sets contain many services, and con-
sequently slots, which are not present in the training set, to
help evaluate model performance on unseen services.

4.1 Data Representation

The dataset consists of conversations between a virtual as-
sistant and a user. Each conversation can span multiple ser-
vices across various domains. The dialogue is represented as
a sequence of turns, each containing a user or system utter-
ance. The annotations for each turn are grouped into frames,
where each frame corresponds to a single service. The anno-
tations for user turns include the active intent, the dialogue
state and slot spans for the different slots values mentioned
in the turn. For system turns, we have the system actions rep-
resenting the semantics of the system utterance. Each system
action is represented using a dialogue act with optional pa-
rameters.

In addition to the dialogues, for each service used in the
dataset, a normalized representation of the interface exposed
is provided as the schema. The schema contains details like
the name of the service, the list of tasks supported by the
service (intents) and the attributes of the entities used by the
service (slots). The schema also contains natural language
descriptions of the service, intents and slots which can be
used for developing models which can condition their pre-
dictions on the schema.

4.2 Comparison With Other Datasets

To reflect the constraints present in real-world services and
APIs, we impose a few constraints on the data. Our dataset
does not expose the set of all possible values for certain
slots. Having such a list is impractical for slots like date or
time because they have infinitely many possible values or
for slots like movie or song names, for which new values
are periodically added. Such slots are specifically identified
as non-categorical slots. In our evaluation sets, we ensured
the presence of a significant number of values which were
not previously seen in the training set to evaluate the perfor-
mance of models on unseen values. Some slots like gender,
number of people, etc. are classified as categorical and we

provide a list of all possible values for them. However, these
values are assumed to be not consistent across services. E.g.,
different services may use (‘male’, ‘female’), (‘M’, ‘F’) or
(‘he’, ‘she’) as possible values for gender slot.

Real-world services can only be invoked with certain slot
combinations: e.g. most restaurant reservation APIs do not
let the user search for restaurants by date without specifying
a location. Although this constraint has no implications on
the dialogue state tracking task, it restricts the possible con-
versational flows. Hence, to prevent flows not supported by
actual services, we restrict services to be called with a list of
slot combinations. The different service calls supported by a
service are listed as intents with each intent specifying a list
of required slots. The intent cannot be called without provid-
ing values for these required slots. Each intent also contains
a list of optional slots with default values which can be over-
ridden by the user.

In our dataset, we also have multiple services per domain
with overlapping functionality. The intents across these ser-
vices are similar but differ in terms of intent names, intent
arguments, slot names, etc. In some cases, there is no one
to one mapping between slot names (e.g., the num stops and
direct only slots in Figure 2). With an ever increasing num-
ber of services and service providers, we believe that having
multiple similar services per domain is much closer to the
situation faced by virtual assistants than having one unique
service per domain.

4.3 Data Collection And Dataset Analysis

Our data collection setup uses a dialogue simulator to gener-
ate dialogue outlines first and then paraphrase them to obtain
natural utterances. Using a dialogue simulator offers us mul-
tiple advantages. First, it ensures the coverage of a large vari-
ety of dialogue flows by filtering out similar flows in the sim-
ulation phase, thus creating a much diverse dataset. Second,
simulated dialogues do not require manual annotation, as
opposed to a Wizard-of-Oz setup (Kelley 1984), which is a
common approach utilized in other datasets (Budzianowski
et al. 2018). It has been shown that such datasets suffer from
substantial annotation errors (Eric et al. 2019). Thirdly, us-
ing a simulator greatly simplifies the data collection task and
instructions as only paraphrasing is needed to achieve a nat-
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Slot-filling approach to task-based dialogue

111

Example Dialogue Segment MultiWOZ 2.1 MultiWOZ 2.2

1. Early Markup
User: Help me find a moderate priced british
food place please.

r-food=british,
r-pricerange=moderate,

r-name=one seven

r-food=british,
r-pricerange=moderate

Sys: restaurant one seven is a nice place. Do you
want to book?

2. Annotation from Database
User: Can you give me the address to the
hospital in Cambridge?

hospital-department=acute
medical assessment unit -no update-

Sys: The address is Hills Rd, Cambridge
Postcode: CB20QQ

3. Typo
Sys: Okay, I can help with that. What day and
time would you like to dine and how many
people should I have the reservation for?

r-bookday=thursday,
r-booktime=15:00,
hotel-area=west

r-bookday=thursday,
r-booktime=5:00,
hotel-area=west

User: On Thursday at 5:00. I also need a hotel in
the same area. No need to have free parking.

4. Implicit Time Processing

User: Can I get the postcode for that? I also need
to book a taxi to the Golden Wok.

r-name=Golden Wok,
r-bookday=friday,
r-booktime=11:00,

taxi-leaveAt=friday,
taxi-destination=Golden

Wok

r-name=Golden Wok,
r-bookday=friday,
r-booktime=11:00,

taxi-destination=Golden
Wok

Sys: The postcode is cb21tt. Are you looking for
a taxi from Old Schools to the Golden Wok?

User: Yes I do. I’d like to make sure I arrive at
the restaurant by the booked time. Can you
check?

r-name=Golden Wok,
r-bookday=friday,
r-booktime=11:00,

taxi-leaveAt=friday,
taxi-arriveby=10:45

r-name=Golden Wok,
r-bookday=friday,
r-booktime=11:00,

taxi-arriveby=11:00

Figure 1: Examples of hallucinated values in MultiWOZ 2.1 and the corrections in MultiWOZ 2.2. Please note
that we omit state annotations unrelated to the extracted utterances. “r” used in the slot name in the right two
columns is an abbreviation of restaurant.

offered by the system, carried over from another
slot in the dialogue state of a different domain,
or be a part of the ontology.

2. Value Paraphrasing: The same slot value can
be mentioned in many different ways, often
within the same dialogue e.g. the value “18:00”
for the slot time may be mentioned as “6 pm”,
“1800”, “0600 pm”, “evening at 6” etc.

3. Inconsistent tracking strategy: Crowd-
workers have inconsistent opinions on which
slot values should be tracked in the same dia-
logue context. For example, some workers track
all slot values that the user agrees with while
others only track user-specified slot values.

Table 1 shows dialogue state update from three
different sources for similar slots from different
dialogues in MultiWOZ 2.1. In the first case, the

value “08:00” for slot train-arriveby comes from
the ontology, despite the presence of an equivalent
value “8:00” in the user utterance. On the other
hand, in the second example, the slot value in the
dialogue state comes from the user utterance de-
spite the ontology listing “17:45” as a value for the
slot train-leaveat. In the third example, the value of
train-leaveat is not derived from any of the sources
mentioned above, but is generated by incorporating
the semantics. The slot value can be mentioned in
multiple ways, but in order to evaluate a dialogue
system fairly, it’s necessary to either maintain a
consistent rule for deciding how the value is picked
among all the mentions or consider all the men-
tions as the correct answer. MultiWOZ 2.1 gives
one unique correct answer for each dialogue state
but lacks an explicit rule on how it is determined.
This inconsistency confuses the model during train-
ing and unfairly penalizes it during evaluation if it
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Example Dialogue Segment MultiWOZ 2.1 MultiWOZ 2.2

1. Early Markup
User: Help me find a moderate priced british
food place please.

r-food=british,
r-pricerange=moderate,

r-name=one seven

r-food=british,
r-pricerange=moderate

Sys: restaurant one seven is a nice place. Do you
want to book?

2. Annotation from Database
User: Can you give me the address to the
hospital in Cambridge?

hospital-department=acute
medical assessment unit -no update-

Sys: The address is Hills Rd, Cambridge
Postcode: CB20QQ

3. Typo
Sys: Okay, I can help with that. What day and
time would you like to dine and how many
people should I have the reservation for?

r-bookday=thursday,
r-booktime=15:00,
hotel-area=west

r-bookday=thursday,
r-booktime=5:00,
hotel-area=west

User: On Thursday at 5:00. I also need a hotel in
the same area. No need to have free parking.

4. Implicit Time Processing

User: Can I get the postcode for that? I also need
to book a taxi to the Golden Wok.

r-name=Golden Wok,
r-bookday=friday,
r-booktime=11:00,

taxi-leaveAt=friday,
taxi-destination=Golden

Wok

r-name=Golden Wok,
r-bookday=friday,
r-booktime=11:00,

taxi-destination=Golden
Wok

Sys: The postcode is cb21tt. Are you looking for
a taxi from Old Schools to the Golden Wok?

User: Yes I do. I’d like to make sure I arrive at
the restaurant by the booked time. Can you
check?

r-name=Golden Wok,
r-bookday=friday,
r-booktime=11:00,

taxi-leaveAt=friday,
taxi-arriveby=10:45

r-name=Golden Wok,
r-bookday=friday,
r-booktime=11:00,

taxi-arriveby=11:00

Figure 1: Examples of hallucinated values in MultiWOZ 2.1 and the corrections in MultiWOZ 2.2. Please note
that we omit state annotations unrelated to the extracted utterances. “r” used in the slot name in the right two
columns is an abbreviation of restaurant.

offered by the system, carried over from another
slot in the dialogue state of a different domain,
or be a part of the ontology.

2. Value Paraphrasing: The same slot value can
be mentioned in many different ways, often
within the same dialogue e.g. the value “18:00”
for the slot time may be mentioned as “6 pm”,
“1800”, “0600 pm”, “evening at 6” etc.

3. Inconsistent tracking strategy: Crowd-
workers have inconsistent opinions on which
slot values should be tracked in the same dia-
logue context. For example, some workers track
all slot values that the user agrees with while
others only track user-specified slot values.

Table 1 shows dialogue state update from three
different sources for similar slots from different
dialogues in MultiWOZ 2.1. In the first case, the

value “08:00” for slot train-arriveby comes from
the ontology, despite the presence of an equivalent
value “8:00” in the user utterance. On the other
hand, in the second example, the slot value in the
dialogue state comes from the user utterance de-
spite the ontology listing “17:45” as a value for the
slot train-leaveat. In the third example, the value of
train-leaveat is not derived from any of the sources
mentioned above, but is generated by incorporating
the semantics. The slot value can be mentioned in
multiple ways, but in order to evaluate a dialogue
system fairly, it’s necessary to either maintain a
consistent rule for deciding how the value is picked
among all the mentions or consider all the men-
tions as the correct answer. MultiWOZ 2.1 gives
one unique correct answer for each dialogue state
but lacks an explicit rule on how it is determined.
This inconsistency confuses the model during train-
ing and unfairly penalizes it during evaluation if it

MultiWOZ
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Confirm    (     name    =   Hinton       ,     area     =     center      )    [BOS]  Let    me  confirm  that    you    are searching for  Hinton  hotel     in      the   center area  [EOS] 

System ResponseDialog Act

[BOS]  Let    me  confirm  that    you    are searching for  Hinton  hotel    in      the   center  area  [EOS] 

Figure 2: Illustration of SC-GPT. In this example, SC-GPT generates a new word token (e.g., “confirm” or
“center”) by attending the entire dialog act and word tokens on the left within the response.

corresponding natural language response is “Let
me confirm that you are searching for Hilton in the
center area”.

3 Semantically Conditioned GPT

We tackle this generation problem using condi-
tional neural language models. Given training data
of N samples D = {(An,xn)}Nn=1, our goal is to
build a statistical model parameterized by ✓ to char-
acterize p✓(x|A). To leverage the sequential struc-
ture of response, one may further decompose the
joint probability of x using the chain rule, casting
an auto-regressive generation process as follows:

p✓(x|A) =
TY

t=1

p✓(xt|x<t,A) (2)

where x<t indicates all tokens before t.
Learning ✓ is performed via maximizing the log-

likelihood (MLE) of the conditional probabilities
in (2) over the entire training dataset:

L✓(D) =

|D|X

n=1

TnX

t=1

log p✓(xt,n|x<t,n,An) (3)

In this paper, we employ the Transformers
(Vaswani et al., 2017) to parameterize the condi-
tionals in (2). To enable strong generalization and
controllable ability for the learned model, we pro-
pose the following three-stage procedure as the
training recipe.

Massive Plain Language Pre-training. Large
models trained on massive training corpus usu-
ally generalize better to new domains. Inspired
by this, we inherit the GPT-2 architecture (Radford
et al.) as the backbone language model. GPT-2 is
an auto-regressive language model that leverages
12-24 layers of masked, multi-head self-attention
Transformers. GPT-2 is pre-trained on extremely

massive text data OpenWebText (Radford et al.).
It has demonstrated superior performance on char-
acterizing human language data distribution and
knowledge transfer. Given text prompts, GPT-2
can often generate realistic sentences.

Dialog-Act Controlled Pre-training. To enable
the guidance of dialog act in response generation,
we propose to continuously pre-train the GPT-2
model on large amounts of annotated (dialog act,
response) pairs. The pre-training dataset3 includes
annotated training pairs from Schema-Guided Dia-
log corpus, MultiWOZ corpus, Frame corpus, and
Facebook Multilingual Dialog Corpus. The total
size of the pre-training corpus is around 400k ex-
amples.

We firstly pre-process dialog act A into a se-
quence of control codes using the following format:

A0 = [ I ( s1 = v1 , · · · sP = vP ) ] (4)

Meanwhile, the output sequence x0 is pre-
processed via appending x with a special start to-
ken [BOS] and an end token [EOS]. Finally, the
sequentialized dialog act A0 is concatenated with
its augmented response x0, and then fed into GPT-2.
During training, the prediction loss is only com-
puted for x0, and A0 provides the attended condi-
tions. Since the dialog act represents the semantics
of the generated sentences, we follow the naming
convention of SC-LSTM, and term our model as
Semantically Conditioned Generative Pre-training
(SC-GPT). The overall architecture of SC-GPT is
illustrated in Figure 2.

Fine-tuning. For a new domain, a dialog act usu-
ally contains novel intents or slot-value pairs, and
annotated training samples are often limited. We

3The domains appearing in fine-tuning are excluded.
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Natural Language 
Understanding (NLU)

Dialog State 
Tracking

Natural Language 
Generation (NLG)

Dialog Policy 
Learning

Dialog 
Act

System
Response

User
Input

Intent &
Slot

Task Oriented Dialog System

1

4

2

3

Dialog Act

Intent: Confirm
Slot-value pairs: 
[ name = Hilton ], [ area = center ]

Response

Let me confirm that 
you are searching for Hinton hotel  

in the center area

(a) The overall framework of a task-oriented dialog system (b) Dialog act & Response

Figure 1: Illustration of the NLG module in the overall task-oriented dialog system. (a) The NLG module is
highlighted with glowing black bounding boxes. (b) One example of dialog act (including intent and slot-value
pairs) and its corresponding natural language response.

layer Transformer neural language model, trained
in three steps: (i) Pre-trained on plain text, similar
to GPT-2 (Radford et al.); (ii) Continuously pre-
trained on large amounts of dialog-act labeled utter-
ances corpora to acquire the ability of controllable
generation; (iii) Fine-tuned for a target domain us-
ing very limited amounts of domain labels. Unlike
GPT-2, SC-GPT generates semantically controlled
responses that are conditioned on the given seman-
tic form, similar to SC-LSTM but requiring much
less domain labels to generalize to new domains.

In summary, our key contributions are three-fold:

• A new benchmark FEWSHOTWOZ is intro-
duced to simulate the few-shot adaptation set-
ting where only a handful of training data
from each domain is available.

• We propose a new model SC-GPT. To our
best knowledge, this work is the first study
of exploiting state-of-the-art pre-trained lan-
guage models for NLG in task-oriented dialog
systems.

• On the MultiWOZ dataset, SC-GPT creates
a new SOTA, outperforming previous mod-
els by 4 points in BLEU. On FEWSHOT-
WOZ, SC-GPT outperforms several strong
baselines such as SC-LSTM and HDSA (Chen
et al., 2019), showing that SC-GPT adapts to
new domain much more effectively, requiring
much smaller amounts of in-domain labels.

2 Background

A typical task-oriented spoken dialog system uses
a pipeline architecture, as shown in Figure 1 (a),
where each dialog turn is processed using a four-
step procedure. (i) Transcriptions of user’s input
are first passed to the natural language understand-
ing (NLU) module, where the user’s intention and

other key information are extracted. (ii) This infor-
mation is then formatted as the input to dialog state
tracking (DST), which maintains the current state
of the dialog. (iii) Outputs of DST are passed to
the dialog policy module, which produces a dialog
act based on the facts or entities retrieved from ex-
ternal resources (such as a database or a knowledge
base). (iv) The dialog act emitted by the dialog pol-
icy module serves as the input to the NLG, through
which a system response in natural language is gen-
erated. In this paper, we focus on the NLG compo-
nent of task-oriented dialog systems, i.e., how to
produce natural language responses conditioned on
dialog acts.

Specifically, dialog act A is defined as the combi-
nation of intent I and slot-value pairs {(si, vi)}Pi=1:

A = [ I|{z}
Intent

, (s1, v1), · · · , (sP , vP )| {z }
Slot-value pairs

] (1)

where P is the number of pairs2, which varies in
different dialog acts.

• Intents are usually used to distinguish differ-
ent types of system actions. Typical examples
include inform, request, confirm, select etc.

• Slot-value pairs indicate the category and con-
tent of the information to express in the utter-
ance, respectively.

The goal of NLG is to translate A into a
natural language response x = [x1, · · · , xT ],
where T is the sequence length. In Figure 1
(b), we show an example of the dialog act:
confirm (name=Hilton, area=center), and the

2In some literature, dialog act denotes only the type of
system actions, slot-value pairs are defined as meaning rep-
resentations. Throughout this paper, we follow the usage in
Budzianowski et al. (2018) and use dialog acts to indicate
system action and associated slot-value pairs.

filled slots
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# Model Generated Responses from Different Models

1 Input DA Laptop{inform(name=satellite proteus 84; type=laptop; memory=8 gb; drive=1 tb; weight=2.3 kg)}
Reference the satellite proteus 84 is a laptop with a 1 tb drive , 8 gb memory and weighs in at 2.3 kg

SC-LSTM the satellite proteus 84 is a laptop with 8 gb , with a 1 tb drive , and is for business computing , and is for business computing %

[businesscomputing=true] [weight=2.3kg]

GPT-2 the satellite proteus 84 laptop has a 1 tb drive , weighs 2.3 kg and is used for business computing % [businesscomputing=true]

[memory=8 gb]

SC-GPT the satellite proteus 84 is a laptop with 8 gb memory , 1 tb drive , and a weight of 2.3 kg

2 Input DA Restaurant{inform only match(name=marnee thai and thanh long; pricerange=moderate; near=outer sunset; goodformeal=dinner)}
Reference marnee thai and thanh long are the only 2 moderately priced restaurants near outer sunset that are good for dinner

SC-LSTM marnee thai and thanh long is is moderate restaurant restaurant and good good good dinner % [near=outer sunset] [inform only match]

GPT-2 there is a moderately priced restaurant called marnee thai and thanh long that is near the outer sunset area % [goodformeal=dinner]

[inform only match]

SC-GPT marnee thai and thanh long is the only restaurant that serves moderately priced food near outer sunset and good for dinner

3 Input DA Train{inform(time=50 minutes)}, hotel{request(stars=?; area=?), inform(choice=5)}
Reference travel time is 50 minutes . i found 5 hotels you may like . do you have a star rating request or an area you prefer

SC-LSTM there are 5 trains that are 50 minutes . do you have a preferred departure location ?

% [train{inform(choice=5),request(departure=?)}] [hotel{request(stars=?; area=?), inform(choice=5)}]

HDSA there are 5 trains that meet your criteria . do you have a preference on the area or star rating ? % [train{inform(choice=5,

time=50 minutes)}] [hotel{inform(choice=5)}]

SC-GPT there are 5 hotels that meet your criteria . the trip will last 50 minutes . do you have an area preference or star rating you would like ?

Table 8: Examples of generated utterances from different models, along with its corresponding dialog acts (DAs)
and references. The first two examples are sampled from FEWSHOTWOZ and the last one is from MultiWOZ.
Each generated utterance is followed by a brief description explaining the errors (starting with “%”). (Better
viewed in color. wrong , redundant , missing information)

Model Seen Unseen

BLEU " ERR # BLEU " ERR #
SC-LSTM 23.05 40.82 12.83 51.98
GPT-2 30.43 3.26 27.92 17.36
SC-GPT 40.28 1.09 36.69 4.96

Table 9: Performance of different methods on seen DAs
and unseen DAs in restaurant domain.

unseen. If a dialog act of an example appears in
the training set, the example is marked as seen; oth-
erwise, it is marked as unseen. Table 9 compares
different models on the seen and unseen subsets in
the restaurant domain. SC-GPT yields higher
BLEU and lower ERR, and the improvement is
more significant on the unseen set. For example,
SC-GPT reduces ERR to 4.96, an order of magni-
tude lower than SC-LSTM and only 1/3 of GPT-2.
This demonstrates that SC-GPT generalizes well to
novel dialog acts, and is able to precisely ground
in them to compose fluent responses. This is fur-
ther confirmed by the quantitative comparison in
Table 8, where we compare the generated utterance
examples of different models. While the baseline
methods prone to over-generate or miss important
slots, SC-GPT can successfully generate fluent nat-

ural language utterances that share precise semantic
conditions with the ground-truth references.

We further simulate the process when deploying
SC-GPT for a new domain, using the examples
provided in the RASA dialog toolkit 8. We first
fine-tune SC-GPT using a few training examples
(only 16 instances in this new domain), and then
generate utterances based on novel dialog acts that
are unseen in training data. Table 10 shows some
examples of generated utterances with novel dialog
acts. In practice, it is desirable for an NLG system
to deal with an extending domain whose dialog
acts change dynamically. We simulate the setting
by editing the original input dialog acts, such as
inserting or deleting a slot, or substituting a slot
value.

Since SC-LSTM is infeasible in the setting of
an extending domain, we compare SC-GPT with
GPT-2. Results show that SC-GPT produces bet-
ter utterances than GPT-2. SC-GPT can generate
reasonably good natural language responses with
different combinations of editing operations, show-
ing its high flexibility to generalize to new dialog
acts with very limited training data, and produce

8https://github.com/RasaHQ/rasa/tree/master
/examples/restaurantbot

Examples of generated utterances from different models, 
along with its corresponding dialog acts (DAs)
and references. Wrong (red), Redundant (green), missing (blue) 
information.
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Feedback

• one of the core elements of a dialogue system 
is understanding if the system did the right 
thing.

• task-oriented dialogue often has a clear 
notion of completeness (=good)

• how do we know if this task was complete?

Human: I need to cancel my flight to Chicago on March 15th.

Machine: I can help you with that. I see you have a booking reference TK9472 for March 
15th to Chicago O'Hare, departing at 2:35 PM. Would you like me to proceed with the 
cancellation?

Human: Yes, please cancel it.

Machine: I've processed your cancellation request for booking TK9472. You should receive 
a confirmation email within 24 hours. Is there anything else I can help you with today?

Human: Wait, will I get a refund? It was a non-refundable ticket.

Machine: Let me check the fare rules for you. Your ticket was booked under our Economy 
Saver fare, which is indeed non-refundable. However, you may be eligible for a travel credit 
minus the cancellation fee of $150. The credit would be valid for 12 months from the 
original booking date.

Human: Okay, so I'll get the credit automatically then?

Machine: The credit will be processed along with your cancellation. You can use the credit 
by entering your booking reference when making a new reservation. Is there anything else 
you need assistance with?
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How people use conversational AI...

• Explicit feedback: System provides a mechanism 
for users to indicate whether the system's 
response was good.

https://news.newonnetflix.info/news/netflix-set-to-simplify-5-star-ratings-to-thumbs-updown/

Netflix Star Ratings are explicit feedback



poll: how have you provided 
explicit feedback in dialogue?



poll: what are the drawbacks of 
explicit feedback?
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How people use conversational AI...

• Explicit feedback: System provides a mechanism 
for users to indicate whether the system's 
response was good.

• Implicit feedback: System infers whether the 
system's response was good based on logged user 
behavior.

https://localsearchforum.com/threads/another-new-local-3-pack-click-through-heat-map-study-mike-ramsey.50405/

Clicks are implicit feedback



poll: what positive implicit feedback 
signals do you provide during dialogue?



poll: what negative implicit feedback 
signals do you provide during dialogue?



poll: what are the drawbacks of 
implicit feedback?
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Summary

• Modern dialogue systems have built on the foundations of decades of research in language 
technology

• Moving online means new request types and new feedback signals (more on this during the 
evaluation lecture).

• Extremely exciting moment in field.


